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Personalized Medicine

� Personalized Medicine is the idea of getting the 
right treatment on the right people based on their 
demographic, clinical, genetic, and genomic 
characteristics

� This has seen by some medical researchers and 
pharmaceutical industries as the future of 
healthcare



Statistical Consideration

� Statistical methods to help enable personalized medicine 
in cancer research face many challenges.

� High dimensional genetic and clinical data

� Work on censoring outcomes such as OS and PFS

� Treatment interactions with multiple risk factor on cancer 
outcomes

� Classify the patient population into homogeneous subgroups 
based on the covariate space 

� The analytic results should have clear clinical interpretation



Recursive Partitioning Methods

� This model is natural for personalized medicine 
as they partition the covariate space in a way 
that mimics the clinicians’ natural decision 
making process. 

� They have been used to create interpretable tools 
to classify prognosis (i.e. prognostic survival 
tree).





Predictive Survival Tree

� We extend survival trees to partition the covariate
space based on having large differences in response to
treatment. These methods could be used to create
interpretable tools that help on the best treatment
decision of patients (treatment interaction).
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Recursive Partitioning Algorithm

� Tree based models usually consist of three parts: 

� Splitting rule

� Pruning algorithm

� Final tree selection

� For the predictive survival tree, all three parts 
need to be re-developed to reflect the difference 
of treatment effect for the subgroups.



Splitting Rule

� The splitting rule partitions the samples into many groups. It 
is applied recursively until there are very few samples in 
each group,  or large number of groups are created.



Splitting Rule



Different Splitting Rules
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Splitting Rule for Predictive Survival Tree

The best split can be interpreted as the one that creates the two child 
nodes with the most statistically significant difference in response (i.e. 
OS) to treatments.
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Pruning
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Final Tree Selection with Validation Set



Final Tree Selection with Cross Validations



Final Tree Selection Example



Evaluation of the Decision Tree: Simulations

� We simulate the following tree structures:

� The 'null' tree with no predictive factor (no split)

� A tree with a single true predictive factor (one split)

A tree with two true predictive factor (two splits)� A tree with two true predictive factor (two splits)

� The number of potential genetic or clinical factors 
from 20 to 1000, and the risk factors are binary 
variables. 

� Different effect sizes and sample sizes were 
simulated with four confounders created that are 
associated with survival outcome.



Evaluation of the Model: Type I Error



Evaluation of the Model: Statistical Power



Evaluation of the Model: Statistical Power



Application to a Clinical Trial Study

� A randomized Phase III α-tocopherol/β-carotene placebo-controlled 
trial with 540 early stage HNC patients (Quebec). 



Application to a Clinical Trial Study

� GWAS data with 620,901 SNPs genotype information (Illumina
610K platform).

� After genetic quality control: 
515 patients (261 in the treatment arm and 254 in the placebo 
arm) with 543,873 SNPs.

� PFS is the primary outcome with top three genetic principal 
component as the confounders.

� Top 100 most prognostic significant SNPs were selected for 
predictive survival tree. Genetic dominant model was used for 
each SNP.

� 1000 validation data sets were used for pruning. 



Application to a Clinical Trial Study
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� Subgroups are defined by SNP genotypes, wild type on the 
right, others on the left.

� Hazard ratios (HRs) are presented for each subgroup.



Conclusions

� The predictive tree model can be used to assess treatment 
interactive effect of multiple risk factors such as multiple 
genetic markers or signatures

� The method has well controlled type I error and is robust to 
the number of potential risk factors to be explored. the number of potential risk factors to be explored. 

� The method can adjust for potential confounders

� The identified subgroups can help treatment decision on 
patients with specific characteristics.



Further Directions

� The methods can be extended to the studies where there 
are more than two treatment arms. 

� The methods are based on parametric survival models. It 
can be extended to other clinical outcomes such as binary, 
ordinal, count.ordinal, count.

� Further extension on computing risk outcomes such as 
cause specific survival.

� Further development on non-randomized retrospective 
clinical data for personalized medicine decision. 
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